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ABSTRACT

Two versions of recursive digital filtering initialization (DFI) schemes have been applied to a limited
area model to examine their impact on the model performance on short-range forecast over Indian
region. For comparison, the input is also initialized by non-recursive diabatic digital filtering
initialization (DDFI) technique. It is found that both the versions of recursive filter could effectively
suppress the high-frequency oscillations from the forecasts. The filters are found to be more effective
in controlling the noise in the first few hours of integration. The changes induced to the analysis
by both the versions of recursive filters are reasonably small and are comparable with changes made
by non-recursive filter (DDFI). The 24 hr forecasts from the either of the two-recursive DFI schemes
are comparable with those produced from DDFI scheme and also with the forecasts obtained from
un-initialized input. The main advantage of DFI is found to be its great simplicity in conception
and application. Its implementation is very easy, requiring only the calculation of the filter coefficients
and minor adjustments of the model code.

INTRODUCTION

In numerical weather prediction (NWP) based on
primitive equations, the unrealistically large-amplitude
high frequency inertia gravity-wave oscillations occur
in the forecasts if the initial mass and wind fields are
not in a proper state of dynamical balance with each
other. Initialization is a procedure through which the
initial mass and wind fields are brought to a state of
balance, which, in turn, leads to a smooth and noise
free forecast. Many initialization schemes viz. Static
and dynamic initializations, linear and non-linear
normal mode initialization, dynamic normal mode
initialization, physical initialization, DFI etc. have
been proposed. Amongst these, the DFI, formulated
by Lynch (1990) is, perhaps, the latest.

The DFI techniques, based on digital filters, are
of two types, viz, non-recursive and recursive that
could be applied adiabatically as well as diabatically.
The filter operates on a time series of dependent
variables produced adiabatically backward and
adiabatically or diabatically forward, short-range
integration of the forecast model. The filter removes
the high-frequency noise from the time-series. A
balanced initial state is thus achieved through the
adjustment of all the dependent variables of the model.
Lynch & Huang (1992) applied non-recursive adiabatic

DFI technique (ADFI) to initialize a high -resolution
limited area model (HIRLAM). Huang & Lynch (1993)
have extended ADFI to include diabatic processes and
have formulated a non-recursive DDFI procedure
which was successfully implemented in HIRLAM.
The initialization technique based on non-recursive
filter, have given satisfactory results, though it has
some inherent disadvantages. In case of DDFI with
diabatic processes, a backward adiabatic integration of
the model for half the filter-span starting from the
original analysis at time t=0 is needed and then using
the model state at the end of backward adiabatic run,
a forward diabatic integration is to be carried out for
full filter-span. The backward integration is required
in order to make the filtered output valid at the
original analysis time (at the center of the filter-span).
This backward integration is the demerit of non-
recursive DFI procedure, since the forward diabatic
trajectory starting from the end of backward run,
generally, does not pass through the initial data at
time t=0. Thus a backward integration followed by a
forward run means we are filtering the values on a
trajectory that does not pass through the original
analysis at t=0. A number of modifications were
suggested and tested to alleviate these short-comings
of non-recursive DFI scheme but without much
success. Ideally, a balance initial state deduced from
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a forward diabatic trajectory starting from the original
analysis at time t = 0 should be used. Lynch (1993a)
have demonstrated that this could be achieved by
means of a recursive filter (defined in the next section),
which, unlike non-recursive filter, allows the feed back
of the previous filtered output values. A straight-
forward application of a recursive filter to a one-sided
forward trajectory can produce fairly well-balanced
initialized fields that allow a noise free integration but
yield the filtered output valid at somewhat later than
the original analysis time. This means that a recursive
filter, when applied to an one-sided trajectory, causes
a phase-shift, which, in turn, makes the changes in
analysis and forecasts very large. Lynch (1993 a)
proposed several alternative formulations such as
recursive diabatic filtering (RDFI), recursive adiabatic-
diabatic filtering (RADF), recursive incremental filtering
(RINF), recursive incremental adiabatic- diabatic
filtering (RIAD) etc. to allow for this discrepancy.
Lynch (1993 a) have further shown using the HIRLAM
model, that all those versions of recursive filtering
scheme, when applied as a non-recursive way, are very
effective in reducing the phase-shift associated with
the recursive filters without causing or inviting any
penalty in computer time or storage as compared to
the non-recursive filter. The fact, that most of the
earlier work mentioned above focussed on extra-
tropical latitudes, has motivated the authors to see
the performance of RDFI technique over tropical
region.

In the present study, authors have applied two
different versions of recursive digital filtering(RDF)
initialization schemes following Lynch (1993a) to a
limited area model to examine their impact on the
short-range forecast performance of the model over
Indian region. The two versions of RDF used are RDFI
and RADF. Two more parallel model integration are
carried out. In one case the integration starts from
the un-initialized data (hereafter referred to as NOIN
experiment) and it provides one of the references to
which the RDFI and RADF experiments are compared.
In the second parallel run, input is initialized by non-
recursive DDFI scheme following Huang & Lynch
(1993) and will serve as the second reference for
comparison with recursive filters.

The paper is organized as follows : After
introduction, we briefly present the design of recursive
filter and its application for initialization. In next three
sections, the model, the data used and the prevailing
synoptic situation are described briefly. Then the
results of numerical experiments are summarized
followed by the concluding remarks in the last section.

30

THEORY, DESIGN AND IMPLEMENTATION OF
RECURSIVE FILTER

Theory and design

Let us consider a function f (t) of time t consisting of
low and high frequency components. Further, we
consider that f (t) is known at discrete moments t
= n At at a time interval of At. That is, the sequence
f is known for n =.... -2, -1,0, 1, 2, 3,.... We also
write f (t) as f (t) = f(t ) = f (n At) = (f ) only. For
the discrete function (f ), a non-recursive digital filter
is defined as

N
Y= Z af . L (1)
k=-N
and a recursive filter of order N is defined as
N N
Yu = af, + z b v, (2)
k=0 k=1

For non-recursive filter, the output depends on
both past and future values of f, but not on any other
output values. For a recursive filter, output depends
on past and present values and also on the previous
filtered output values. The recursive filter is more
powerful than non-recursive ones but can be more
problematic as the feed-back of the previous output
can give rise to instability. The response of a non-
recursive filter for an initial impulse at n = 0 vanishes
for n > N where as the response of a recursive filter
to an initial impulse input can persist indefinitely.

To investigate the frequency response of either a
non-recursive or a recursive filter, we assume an
“exponential type” input, that is, we assume

f(t) =exp(it) .. (3)
where w is the frequency. In discrete form, (3) can
be written as
f =expf(ing) . (4)
where 8 = w A t is the digital frequency. We
further assume an output in the form of

vy (t) = H (t) exp (iwt) ... (5)
or, in discrete form,
y,=H|(6) exp(ing) ... (6)

where H (t) or H (0) is called the transfer function

or response function of the filter. On defining z = exp

(i8) the above input (4) and the output (6) can be
written as

t o=z . (7)

and
y,=Hz=z2 .. (8)
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For practical implementation of recursive filter, one
has to treat the filter (2) as a difference equation of
order N as

N N

y n’ Z bl( yn—k = z ak fn—k """ (9)
k=1 k=0

Restricting ourselves to a second order filter, for
which N = 2 the equation (9) can be written as
y by, b, v, ,=af+af +af =F (say)... 10)

Substituting (8) in (10) and then following the
procedure of Lynch (1993a), for a second order filter,
the response function H can be deduced as

= (a,+ a,z' + a,z?) / (1-b, z'-b, z?) . (11)

Our primary aim is to determine the transfer
function H from (11) which, in turn, will give the
filter output from (8) when the input z" is known.
To find H, one has to obtain a, a, a, b, and b, and
this is exactly what is needed for 1mplementat10n of
recursive filter for initialization.

The characteristic of the initialization scheme with
recursive digital filter primarily depends on three
parameters. These are i) order of the filter (N), ii) cut-
off period (t ) and iii) the total filter — span (t ) such
that T = M At where M is the number of time-steps
needed to cover full filter- span T, The procedure for
determining the filter coefficients a,a a, b and b2
using the above parameters has been described in
details by Lynch (1993a) and will therefore, not be
repeated here. However, it is worth-mentioning that
for a second order (N=2), prototype, quick-start filter
of the form (9) with t,= 12 hrs and t, = 2 hrs and
following the methodology of Lynch (1993 a), we obtain
the values of the filter coefficients as follows :

a,=.00567, a, =.01134, a, =.00567
b, = 1.69881 and b, =-0.72149

Practical implementation and generation of filtered
data.

In the experiments described in this paper, second
order quick-start recursive filter of type (2) has been
applied to a time-series of the model out-put produced
by short-range integration of the model over the period
of 1_ (the total filter span) = 2 hours with a time -
step (A t) of 360 seconds. In practical application,
the filter (2) is applied in a non-recursive manner. If
we define the input and the filtered out-put vectors

at the end of each time-step of integration up to 2
hour (so that, T = M At = 2 hours and M = 20) as
X =[x, %, X uwand Y = (v, y, vy yy)"
respectlvely, then the fllter (2) can be written in the
matrix form as

Y=FX{(say) .. (12)
where
F=(B*A . (13)

A and B are lower triangular matrices and I is an
unit matrix.

The last row of the above equation (12) gives an
expression for the output Y at the end of full filter-
spant =T = M At = 2 hrs in terms of the input
X, X,...., X,. For an N " order filter, in general, the
filtered output value at the end of each stept, = n A
t(n=0,1,....M) can be written as

N

Y, = Z F, Xn (n=0,1,2,.M ..(14)
k=0

To generate filtered data through either RDFI or
RADF scheme, the filter is applied in the form of (14).
For producing RDFI data, a forward diabatic integration
of the model is performed for T, = 2 hrs. and then
the filter is applied to the time series of the predicted
variables to accumulate the sum. The procedure is
applied independently to each variable, at each grid
point and at all the model’s levels. For initialization
purpose, the integration is done with a time-step (A
t) of 360 seconds. For marching forward in time for
actual forecast, At = 900 seconds is used although,
the numerical time-integration scheme mentioned in
the next section permits much larger value. RADF
scheme, however, needs two model integration ; a
backward followed by a forward run. First, the model
is integrated adiabatically backward for 1 hr. Then
filter (14) is applied on the backward trajectory to
estimate the sum. Using the filtered value obtained
at the end of the backward run as the initial state, a
forward diabatic integration is carried out for full
filter-span 1, = 2 hrs. and once again the filter is
applied on the forward diabatic trajectory to yield the
sum of right-hand-side of (14). The final summed-up
value is our initialized field assumed to be valid at
the initial analysis time t = 0. From the application
point of view, the procedures RADF and DDFI appears
to be very similar. However, there is a difference
between the two. The purpose of backward integration
in DDFI is to make the forward trajectory to be
centered at the initial time, whereas in RADF scheme,
backward run is done only to minimize the phase-shift
associated with the recursive filter due to its delay
characteristics.
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MODEL DESCRIPTION

The forecast model used in this study is adopted from
Florida State University ‘ s (FSU) limited area primitive
equations grid — point model formulated on a
rectangular Cartesian co-ordinate system in which
sigma o (= p/p, p is the pressure at any level and p_ is
the surface pressure) is used as vertical coordinate.
The wind (u, v), temperature (T), specific humidity
(q) and the surface pressure (ps) are the prognostic
variables. These time dependent variables are staggered
on Arakawa C-grid (Arakawa and Lamb, 1977).The
model uses a staggered arrangement of variables in
vertical also. Among the vertically dependent variables,
the height (z) and the vertical velocity (do /dt) are
defined at interfaces. All other variables u, v, T and q
are set at the middle of each layer. The governing
equations involved are the zonal (u) and meridional
(v) momentum equations,thermodynamic equation for
T, moisture continuity equation for q, mass continuity
equation in terms of surface-pressure p,, hydrostatic
relation for obtaining z diagnostically and the equation
of state. The virtual effect of moisture on temperature
is taken into account. The model physics includes
short- and long-wave radiation, shallow convection,
deep cumulus convection (Kuo-type convective
scheme), large-scale condensation, horizontal and
vertical diffusion of momentum, sensible heat and
moisture. The details of parameterization of these
physical processes have been documented by Arun
Kumar (1989).

The model has nine levels in vertical between the
top (6 = 0.1) and the bottom (o0 = 1.0) with a
uniform spacing of 0.1 (= Ac). In vertical, the air
parcels are not allowed to cross the upper and lower
boundaries. Rigid boundary conditions are, therefore,
imposed by setting do/dt = 0 both at the upper and
lower boundary. Since the model is a limited area
model, a lateral boundary condition must be specified.
A sponge-zone over a specified distance, spanning over
five points from the lateral boundaries is specified in
order to gradually blend the predictive variables with
their observed values. By the time lateral boundaries
are reached, the observed values are imposed.
Throughout the rest of the grid (free zone), the
predicted values are not affected by the observed values.
The forecast value of a variable at time t + A t and
located within the sponge-zone is then modified as

Xm: XP(X,Y,O) +a D(R (X,Y,O) - XP(XIYIO-)] (15)
where, a is a weighting factor which varies from 0 in

a free-zone to a value 1 at the lateral boundaries, X
stands for the model predicted value of X, X, the

32

observed value and X modified value. The above
nudging of two fields is applied at all o-levels in
vertical and at each time-step of model integration and
onu, vV, z, q and p_ It should be mentioned that the
boundary condition (15) is applied while producing the
actual forecast. When the model is integrated for
initialization purpose, the boundary values of the
variable are not allowed to vary with time.

For producing forecast as well as for initialization
purpose, the time-integration of the model is carried
out with two-time level (one-step) Semi-Lagrangian
Semi-implicit scheme (Arun Kumar 1989).

DATA

In the present study, input to the model is of 12
UTC, 7 July, 1979 data. In addition to this, 00 UTC
of 8 July, and 12 UTC of 8 July, 1979 were also
required for boundary updating and validation purpose.
All these data are extracted from ECMWE- FGGE-level
III b data set. These globally analyzed data available
at 1.875°resolution and at 15 standard pressure levels
in vertical are interpolated to the model grid-points
and at model ' s sigma levels.The complete
interpolation procedure is carried out in two steps.
First the variables are interpolated horizontally to the
model grid using a bilinear technique but still at 15
pressure levels. In second step, those provisionally
interpolated values at model ‘ s grid are then
interpolated vertically at the model * s sigma levels
using cubic spline technique.

SYNOPTIC SITUATION

The prevailing synoptic situation during those days
over the domain of interest was a monsoon depression
over north-west Bay of Bengal and the adjoining areas.
On 4 July, a low formed over the Head -Bay of Bengal
with its center at about 20° N and 90° E. The low-
pressure system intensified into a depression (mature
stage) on 7 July and moved slowly north-westerly
direction and crossed the Indian coast near Paradip
in Orissa on 8 July and then weakened on 9 July and
subsequently dissipated

NUMERICAL EXPERIMENTS AND RESULTS.

As stated earlier, the primary goal of this study is to
examine the impact of RDF on the model forecast
performance. Towards this end, four different sets of
24 hr forecasts are produced over the Indian region
spanning from 12° S to 35° N and 50° E to 110° E and
containing 61 x 48 grid points with 1° x 1° latitude-
longitude horizontal resolution.Two sets of forecasts
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are produced starting from two different initialized
data generated through two different versions of
recursive filtering scheme, namely, RDFI and RADE
The third forecast is obtained from the non-recursive
DDFI scheme and the fourth set of forecast are
computed from the un-initialized (NOIN) data. The
impact of RDF on the model forecast performance is
assessed by comparing the RDFI and RADF forecasts
with NOIN as well as with DDFI forecasts. The
individual performance of RDFI and RADF are also
examined in the light of the three essential
requirements any initialization scheme should have.
These are (i) the changes made in the initial data due
to initialization should be reasonably small, (ii) the
forecast produced from the initialized fields should not
be degraded as compared to the forecasts obtained from
the un-initialized analysis and (iii) the spurious high
-frequency noise is eliminated from the forecast.

Table 1. Root Mean Square (RMS) and Maximum
Difference (MAXD) in horizontal wind components
(u, v in m/sec), temperature (T in degree Kelvin) and
surface-pressure (ps in hPa) between the initialized and
un-initialized analyses. For u, v and T the statistics
are for three dimensional domain.

(DDFI-NOIN] :Changes induced by DDFI on
NOIN fields,
: Changes made by RDFI scheme on
NOIN fields,
(RADF-NOIN) : Changes made by RADF technique
on NOIN data.

(RDFI-NOIN|

RMS MAXD

u v T | ps u| v T | ps

DDFI- | 0.50{0.60|0.18| 0.60|3.70| 4.10{ 1.60| 2.20
NOIN

RDFI- |0.62 {0.60|0.22| 1.30|5.70| 5.40{ 1.60 | 4.00
NOIN

RADF-{0.500.50|0.19| 1.10|3.10|3.10| 1.30| 2.50
NOIN

Changes made to the original analysis due to
initialization.

To examine the changes induced in the original
analysis due to different initialization scheme, the
maximum difference (MAXD) and the root mean
square (RMS) difference in the horizontal wind

components (u, v), temperature (T) and surface-
pressure (p ) between the initialized and un-initialized
fields are computed and presented in Table 1. It can
be seen that the changes made in the observed
analysis by all the initialization schemes DDFI, RDFI
and RADF are reasonably small. The MAXD induced
by RDFI in the analysis for all the parameters u, v, T
and p_are more as compared to the changes made by
DDFI and RADE. The change in p_ induced by DDFI
is minimum and maximum in RDFI scheme.
However in all the schemes, changes are of the same
order of magnitude. Same is the case for RMS changes.
The RMS changes made by RDFI is somewhat larger
than those induced by both DDFI and RADF and this
is true for the all the variables including p..
Comparison of RMS between DDFI and RADF shows
that for u and v, the changes are comparable and for
T and p_ the changes by DDFI are marginally smaller.
The mean sea level (MSL) pressure maps for all the
four sets of input (NOIN, DDFI, RDFI and RADF)
are shown in Fig. 1 which reveals that all the four
maps closely resemble each other. The closed isobar
of minimum pressure 994 hPa around the center of
the depression shown by each of the three initialized
charts is absent in NOIN map which depicts the
minimum pressure of 996 hPa around the center.
Another closed and elongated isobar of 994 hPa in the
north-western sector is well-marked in all three
initialized as well as un-initialized maps. However, in
both the versions of recursive filtering, the isobar is
closed whereas it is seen as broken cells in both DDFI
and NOIN cases. The spatial distribution as well as
the magnitudes of the isolines representing the high-
pressure regions at the north-eastern part of the
domain are very similar in all the initialized data as
well as in NOIN data.

Changes made in the forecast by initialization

To examine the changes made in the forecasts by
DDFI, RDFI and RADF as compared to NOIN, the
RMS and MAXD values are computed for u, v, T and
p, between the 24 hr forecast fields obtained from the
three initialized inputs and the un-initialized analysis.
These statistics, presented in Table 2, reveal that the
RMS and MAXD values for all the parameters
between NOIN and each of the three initialized
forecasts are reasonably small. In general, the changes
(both in RMS and MAXD) by DDFI scheme are higher
than the changes made by each of the two recursive
initialization schemes. The changes in RMS values
by RADF are marginally smaller than the changes
made by RDFI. A comparative look on the Tables 1
and 2 shows that the RMS changes made to the 24
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Figure 1. Mean sea-level pressure (in hPa) maps at initial time (t = 0) valid at 1200 UTC on 7 July, 1979. (a) NOIN
case, (b) DDFI case, (¢) RDFI case and (d) RADF case.
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hr forecast for all the four variables u, v, T and p_ by
each of the initialization scheme are marginally
smaller than the respective changes induced by them
in the original analysis. That the RMS changes in
forecasts by RDFI as well as by RADF are very small,
indicates that the recursive filters did not affect the
forecast very much if the un-initialized forecast is used
as reference. Moreover, the smaller values of RMS by
both the recursive filters compared to the DDFI also
explains the fact that both RDFI and RADF forecasts
are closer to the un-initialized forecast than DDFI
forecast.

Table 2. Root Mean Square (RMS) and Maximum
Difference (MAXD) in horizontal wind components
(u, v in m/sec), temperature (T in degree Kelvin) and
surface-pressure (ps in hPa) between 24hr forecasts
starting from initialized data sets and un-initialized
input.. For u, v and T the statistics are for three
dimensional domain.

(DDFI-NOIN) Changes induced by DDFI on
NOIN data ;

(RDFI-NOIN) Changes made by RDFI scheme
on NOIN fields and

(RADF-NOIN) Changes made by RADF

technique on NOIN data.

RMS MAXD

u v T | ps u | v T | ps

DDFI- [0.50 {0.40(0.15]0.20| 8.37 | 5.18] 1.29(0.89
NOIN

RDFI- [0.30]0.3010.1010.16] 2.18 [2.61( 0.92]0.69
NOIN

RADF-{0.26 10.2510.09]0.13]2.30 [2.56( 0.93 0.66
NOIN

To further assess the impact of recursive filtering
schemes on the model forecast performance as
compared to DDFI and NOIN forecasts, the spatial
distribution of 24 hr. forecasts of MSL pressure field
produced from each of the three sets of initialized
input as well as from NOIN analysis are examined
and presented in Fig.2 along with the observed map
of 1200 UTC, 8 July, 1979 (for verification). It can be
seen that the general patterns of forecast MSL pressure
distribution obtained from any of the four sets of
input are close to each other. Each of the three
initialized forecasts agrees well with the observed
pattern as well as with the NOIN forecast with the
exception that the closed isobar of lowest pressure of

994 hPa found in the observed chart is not properly
simulated by the model with any of the three sets of
input nor with the un-initialized analysis. The
observed isobars of high-pressure like, 1008, 1010,
1012 and 1014 hPa in the north-eastern part of the
domain are well predicted by the model almost in same
fashion with any of the four sets of input data. This
aspect reflects the property of any initialization scheme
(as mentioned earlier) that initialized forecast should
not be inferior as compared to the un-initialized one.

Fig. 3 depicts the forecast geo-potential height at
850 hPa, produced from all the four sets of input.,
along with the observed map of 12 UTC, 8 July. All
the four forecasts produced either from NOIN analysis
or from digitally filtered data, recursively or non-
recursively, are seen to be very similar with each other.
Overall forecast pattern appears to be close to the
observed with the marginal difference at the center of
the depression. The observed contour at the center
of the system is of the order of 1400 m or less which
is not properly predicted by the model with un-
initialized data nor with any of the three initialized
input. The forecasts also differ with respect to the
observed near the north-eastern (NE) part of the
domain. The model predicted high pressure region in
NE part, with any of the four sets of input and
represented by the closed contour as high as 1510 m
is absent in the actual. The very close resemblance is
also seen in all the forecast wind (not presented)
which are again found to be very similar to the
observed.

Reduction of high frequency noise

The basic purpose of any initialization scheme is to
eliminate the high-frequency oscillations from
forecast. A common practice for measuring the noise
level in the forecast is to examine the oscillations of
mean absolute surface-pressure tendency (MASPT)
as the time-integration proceeds. Another way of
measuring the noise-level is to examine the time
variation of surface-pressure (ps) itself. The evolution
of ps at a model grid-point in first 12 hrs of forecast
produced from all the four sets of input is depicted
in Fig.4 which shows that ps oscillates noisily during
the un-initialized run and this indicates severe
contamination of forecast by high-frequency noise in
NOIN case. This is due to the presence of imbalance
between mass and wind fields in the NOIN data. That
the noise level in all the three initialized runs is
removed considerably is evident from the fact that the
amplitudes of high-frequency oscillations in the
initialized forecast-curves are significantly reduced.
Though the residual high-frequency noise is still there
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Figure 2. 24 hr forecast mean sea-level pressure(in hPa) fields valid for 1200 UTC of 8 July, 1979 and corresponding
verification chart. (a) NOIN case, (b) DDFI case, (c) RDFI case, (d) RADF case and (e) observation.
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Figure 3. 24 hr forecast geo-potential height fields at 850 hPa level, valid for 1200 UTC of 8 July, 1979 and corresponding
verification chart. (a) NOIN case, (b) DDFI case, (c) RDFI case, (d) RADF case and (e) observation.
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in all the three initialized cases, the noise level is
considerably less compared to the NOIN run. The
distinct difference between the NOIN and the three
initialized curves clearly shows that the initial
imbalance between the mass and wind field of NOIN
data is effectively controlled and reduced to a great
extent by both the versions of recursive filters (RDFI
and RADF) as well as by the non-recursive filter
(DDFI). The Fig. 4 also depicts that of the two
recursive filtering methods, the reduction of noise -
level is less by DDFI scheme than by both the versions
of recursive filter, at least in the first few hours of
integration. Of the two recursive versions, noise
control seems to be comparable. An interesting
conclusion from the Fig. 4 is that the large amplitude
high-frequency oscillations in NOIN forecast
decreases as the length of the forecast increases. This
may be due to the inherent built-in damping processes
(smoother, filter etc) in model. Another aspect found
from the Fig. 4 is that all the curves almost coincide
with each other after 12 hrs of integration and
thereafter display very close and fairly steady run.

While surface-pressure (p ) is sensitive to vertically
integrated sense and its time variation is a good
indicator of external noise, the variation of vertical
velocity reflects the internal noise. The Fig. 5 presents
the time-evolution of vertical velocity (w = dp/dt) at
level 7 (= 700 hPa) of the forecast model and at the
same grid-point for the first 12 hrs of forecast obtained
from each of the four sets of input. The Fig. 5 shows
a good agreement with results of the Fig.4. The Fig
5, like p, once again shows high-frequency
oscillations in NOIN forecast indicating imbalance of
mass and wind fields in the un-initialized analysis.
The reduction of noise, to a great extent, is clearly
seen in all the initialized runs. The reduction of noise
level by both RDFI and RADF schemes, like in case
of ps, seems to be very close to each other in the
entire length of forecast.

CONCLUSIONS

1. The impact of recursive DFI procedure on short-
range forecast performance of a limited area model over
Indian region has been investigated. For this two
different versions, viz, RDFI and RADF are
implemented. For comparison, a third set of initialized
data is also produced through non - recursive DDFI
scheme. The forecast performance of the two recursive
filters are evaluated by comparing the model forecasts
produced from them with the forecasts obtained from
DDFI data as well as from NOIN input.

2. The RDFI and RADF are found to have
generated well-balanced and synoptically well organized
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model initial state that led to a smooth integration
of the model. The initialized input from both RDFI
and RADF are found comparable with DDFI generated
data. Changes induced in the original analysis by all
the three schemes are reasonably small and are of the
same order of magnitude.

3. The changes made in 24 hr forecast fields by
all the schemes are also small. However, the forecast
statistical values (RMS and MAXD), in general, are
little larger in DDFI as compared to the values in
RDFI and RADE The forecast MSL pressure pattern
produced from RDFI and RADF data are very close to
each other and are very similar with the forecast MSL
field obtained from DDFI data as well as from NOIN
input. This indicates that recursive DFI procedure,
when applied over Indian region to initialize data for
numerical models, preserves all the essential
characteristics of an initialization technique
(mentioned in earlier section.). However, it is worth-
mentioning here that further study with recursive DFI
procedure for different cases in winter and pre-
monsoon system is needed to develop greater
confidence in the use of this technique as sound
initialization scheme over the Indian region.

4. There is no significant improvement in the
overall forecasts obtained from any of DDFI, RDFI or
RADF data over NOIN forecasts. This is probably
because the model has built-in damping processes
such as smoother and filter. Those smoother and filter
suppress the growth of high-frequency noise in un-
initialized forecasts and at the end of 24 hrs of
integration, a smooth forecast field appears even
without initialization and therefore, NOIN forecasts
are found comparable with all the three initialized
forecasts. However, it should be mentioned that both
versions of recursive filter have shown significant
impact in the beginning of the forecast with respect
to NOIN forecast. This impact can be seen from Figs.
4 and 5 which suggest clearly that both RDFI and
RADF could effectively control the high-frequency
noise at least, in the first few hours of integration.It
should be also mentioned that neither of the two
versions of the recursive filters could produce overall
24 hr forecasts better than the forecasts generated by
DDFI input. The forecasts from RDFI, RADF and
DDFI data are more or less identical. The reason
probably lies in the delay characteristic associated with
recursive filters which causes the filter output to be
valid at a time somewhat later than the original
analysis time (t = 0).

5. In the present experiments with either of the
two versions of recursive DFI schemes, the filter is
applied only once during entire filter span t_It appears
that though the single application of the filter has
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eliminated the high-frequency noise sufficiently, but
could not reduce the phase-shift significantly. One
means to reduce the phase-error is to apply the filter
iteratively using the final output of one iteration as
the input for the next one and so on but with the
same input each time. Another approach to minimize
the phase-difference is to apply the filter to analysis
increment and not to the analysis itself. A third
alternative is to use higher order filter (N = 3).
However, none of the three alternative have been
attempted in the present experiment and are left for
future study. Finally, we conclude that our primary
objective was to have a balanced, free of high-frequency
noise and synoptically well organized initial input
which would lead us to a smooth and noise free
integration of the model. From that point of view, we
infer that recursive digital filter has worked well over
the tropical Indian region and served the purpose of
initialization nicely. This has encouraged us to carry
out the alternative experiments mentioned above and
to use the schemes for our ongoing numerical
modeling work.
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